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The photoabsorption intensities of intra-4fN transitions (f-f transitions) in lanthanide systems have been
extensively studied with the semiempirical Judd-Ofelt theory. The oscillator strengths of most f-f transitions
are insensitive to a change of surrounding environment because 4f electrons are shielded by closed-shell 5s
and 5p electrons from outside. However, there are some exceptional transitions, so-called hypersensitive
transitions, whose intensities are very sensitive to a change of surrounding environment, and the reason for
this hypersensitivity has not been clarified. In this study, we calculated the oscillator strengths of lanthanide
trihalides (LnX3; Ln ) Pr, Tm; X ) Br, I) with the multireference spin-orbit configuration interaction method
and obtained reasonably accurate values. To clarify the cause of hypersensitivity, we examined various possible
effects on the oscillator strengths, such as molecular vibration, f-d mixing, ligand to metal charge transfer
(LMCT), and intraligand excitation, and concluded that the effect of molecular vibration is very small and
that the oscillator strengths of most f-f transitions including hypersensitive transitions arise from both the
LMCT and dynamic-coupled intraligand excitations through their configuration mixings with the dominant
configurations of 4fN.

1. Introduction

Intra-4fN electronic transitions (f-f transitions) in lanthanide
systems are of interest due to the usefulness for optical materials,
and nonempirical calculations of their oscillator strengths are
an important challenge. The oscillator strengths of f-f transi-
tions have long been investigated with semiempirical theory
called the Judd-Ofelt theory.1,2 Although f-f transitions are
Laporte forbidden, in the Judd-Ofelt theory, their finite
intensities have been interpreted to arise because opposite parity
states |c〉, such as 4fN-15d1, are mixed into 4fN states due to the
presence of odd parity crystal or ligand fields Vodd, and 4fN states
are perturbed as

According to the Judd-Ofelt theory, the oscillator strengths of
f-f transitions induced by odd parity force fields are written as

where Ωt values (t ) 2, 4, 6) are Judd-Ofelt parameters, which
depend on the strengths and the properties of force fields; U(t)

are reduced tensor operators; � is the Lorentz field correction;
ΨI and ΨF are the initial and final state wave functions,
respectively; and ωFI is the excitation energy from ΨI to ΨF. If
these wave functions are expressed in the Russell-Saunders
coupling scheme, the matrix elements of U(t) can readily be

evaluated. Because eq 2 is expressed by only three Ωt

parameters, which are independent of the excited levels, the
oscillator strengths of all kinds of transitions can be obtained
by those of only three transitions measured by absorption or
emission spectrum of the system. Oscillator strengths of many
lanthanide systems have been successfully explained by the
Judd-Ofelt theory. According to the recent review,3 this theory
has been used in about 800 investigations to report intensities
of lanthanide systems.

4f electrons are affected little by the surrounding environment
because they are well shielded by closed-shell 5s and 5p
electrons from outside. Therefore, the crystal or ligand field
splittings are smaller than the spin-orbit (SO) splittings, and
the electronic states of the lanthanide trivalent ion (Ln3+) in
crystal or ligand fields are usually similar to those of free Ln3+.
Although the electronic states are labeled by the Russell-Saunders
scheme (2S+1LJ), only the total angular momentum J is assumed
to remain a good quantum number because of the large SO
effect.

In spite of the shielding effect, there are some exceptional
f-f transitions whose oscillator strengths are very sensitive to
a small change of surrounding environment. These transitions
have been called “hypersensitive transitions” by Jørgensen and
Judd4 and have been extensively studied.3,5 The hypersensitive
transitions obey the selection rules as |∆J| e 2, |∆L| e 2, and
∆S ) 0, and their oscillator strengths are usually enhanced
greatly compared with those of Ln3+ in aqueous solution.
Especially, Gruen et al.6,7 observed that the oscillator strengths
of hypersensitive transitions in gaseous lanthanide trihalide
(LnX3) molecules were much larger than those of Ln3+ in
solutions or crystals.

Several reasons for this hypersensitivity have been pro-
pounded. Judd noticed that the matrix elements of U(2) in eq 2
were large for hypersensitive transitions and that the Ω2

parameters were sensitive to a small change of surrounding
environment. In general, the Judd-Ofelt theory can give good
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agreement between experimental and calculated oscillator
strengths, because Ω2 parameters were treated as empirical
parameters and adjusted to experimental values. This theory has
not been employed to give a nonempirical explanation for the
hypersensitivities. Later, Judd included the crystal-field param-
eters in the expression for Ω2 and argued that the hypersensitivi-
ties occurred in certain limited point groups, such as Cs, C1,
C2, C3, C4, C6, C2V, C3V, C4V, and C6V.8 This theory could be
confirmed by several experimental results.8,9 However, there are
exceptions to the theory. The most significant one is the gaseous
LnX3 molecules7 mentioned above. They have D3h symmetry
and notably large oscillator strengths for hypersensitive transi-
tions. Therefore, it cannot be the whole explanation, although
this theory can explain some aspects of hypersensitivity.

To explain the great enhancement of the oscillator strengths
of hypersensitive transitions in gaseous LnX3 systems, Gruen
et al.7 examined a number of mechanisms and explained that
the hypersensitivity was attributable to the molecular vibration.
The symmetries of these molecules can be lowered effectively
because the frequencies of their out-of-plane bending vibrations
are very small and the oscillator strengths were measured under
the high temperature condition at about 1000 K. Henrie et al.10

explained their large oscillator strengths by means of a vibronic
mechanism with the inclusion of covalency between lanthanide
and ligands. However, the vibronic mechanism was criticized
by many authors.5

The covalency model mentioned above is one of the proposed
models to explain the hypersensitivity. If the charge-transfer
character is included in f-f intensities, the hypersensitivity to
the surrounding ligands is understandable because the energies
and intensities of the charge-transfer transitions are very sensitive
to the kind of ligands and metals. Henrie et al.11 modified the
Judd-Ofelt theory by including charge-transfer states in addition
to the opposite parity states 4fN-15d1. However, this mechanism
was also criticized.5,12

The dynamic-coupling (DC) model, which considered the
ligand-polarization contributions to the oscillator strengths, was
advocated by Mason, Peacock,13-15 and others.16-19 In this
model, it is interpreted that the intensities of pseudoquadrupolar
hypersensitive f-f transitions in Ln3+ complexes arise princi-
pally from the Coulombic correlation between the transition
quadrupole moment of the metal ion and induced electric dipoles
in the ligands. It is noted that, in the Judd-Ofelt theory, ligands
are treated as point charges, and the perturbing wave functions
are localized exclusively on the central lanthanide ion. The DC
model can explain the great enhancement of Ω2 in gaseous
LnX3.

These large numbers of old studies have been carried out
based on experiments or semiempirical theories, and the
calculations of oscillator strengths of their f-f transitions have
not been carried out with the ab initio method, although those
in actinide systems have been studied by Pitzer et al.20 In this
study, the oscillator strengths of LnX3 are calculated by the
multireference spin-orbit configuration interaction (SOCI)
method, and the cause of f-f transitions and hypersensitivity
in particular is examined. We compare several calculation
methods in section 4.1, calculate the oscillator strengths of LnX3

in section 4.2, and examine the cause of the f-f transitions and
the hypersensitivity in sections 4.3 through 4.5. Especially, we
focus on the following points: molecular vibration, f-d mixing,
ligand to metal charge transfer excitations, and intraligand
excitations.

2. Theory

2.1. Two Formulas of Transition Dipole Moment. As is
well-known, the transition dipole moment which gives optical
transition probability between two quantum states is expressed
in length form (LF) and velocity form (VF). If the wave
functions are the eigenfunctions of the Schrödinger equation,
LF is derived using the eigenvalue expressions as

where HSF is the spin-free Hamiltonian; EI and EF are the
eigenvalues of ΨI and ΨF, respectively, that are the eigenfunc-
tions of HSF; and N is the number of electrons. VF is derived
from the direct commutation operation of HSF and the coordinate
operator as

These two forms give an equal value if they are calculated with
the exact eigenfunctions.

For systems containing heavy atoms with significant SO
effects, the Hamiltonian needs to include the SO interaction
term. In this case, the LF operator does not change the form
since

where HSO is the SO Hamiltonian; and EI
SOand EF

SO are the
eigenvalues of ΨI

SO and ΨF
SO, respectively, that are the eigen-

functions of HSF + HSO. On the other hand, VF needs to include
the correction term,21 which is represented as a commutator of
HSO and the coordinate operator as in

In this study, we use two forms of HSO. One is an approximate
one-body SO Hamiltonian22 as

where R is the fine structure constant and Zeff(A) is an effective
nuclear charge of the Ath atom determined to reproduce the
experimental SO splitting. When SO Hamiltonian is expressed
as in eq 7, the correction term for VF can be written as
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The other HSO form is expressed as a one-electron SO
operator23-25 as

where OlA is the projection operator defined as

and the radial function in eq 9 is usually derived from relativistic
effective potentials, as follows

When the SO Hamiltonian is expressed as in eq 9, the correction
term for VF has a one-electron operator form

A program to compute matrix elements of these correction terms
in eqs 8 and 12 over Gaussian atomic basis was coded and
attached to the COLUMBUS program system.26 In what follows,
transition moments are given only in LF for simplicity; however,
those in VF are also calculated to assess the reliability of
theoretical calculations.

2.2. Effect of Molecular Vibration on Oscillator Strength.
If vibrational degrees of freedom are taken into consideration,
photoabsorption intensity at a photon frequency ω consists of
many vibronic transitions, each of which is proportional to the
squares of transition dipole moments between initial and final
vibronic states, described as follows

where �ν′′
I and �ν′

F are vibrational wave functions on the electronic
states I and F, respectively. EV′′

I and EV′
F are their vibronic energies

with symbolic vibrational quantum numbers V′′ and V′; and MFI

is the geometry-dependent electronic transition dipole moment.
WV′′ is the Boltzmann distribution factor of the initial electronic
state.

As is well-known, 4f-electrons have a negligibly small
contribution to chemical bonds, and relevant potential energy
surfaces for the electronic states I and F in f-f transitions are
very similar in shape. Their vertical energy difference is almost
independent of molecular geometry. This characteristic allows
us to use the common normal coordinates Q for the electronic
states I and F and to assume no photoabsorption intensity unless
V′′ ≈ V′. With these considerations, eq 13 can be simplified to
the following expressions

where the contributions to all the vibrational states �V′
F(Q) on

the final electronic state F are summed over, and the complete-
ness relation has been used. To estimate the impact of each
normal vibration i on the oscillator strength, we evaluate the
above integrals only along normal coordinate Qi, with keeping
Qj ) 0 (j * i), that is

where f ′iFI(Qi) is the oscillator strength function calculated at
normal coordinate Qi. This integral f i

FI can be interpreted as an
averaged oscillator strength calculated with the weight of the
existing probability function.27

3. Calculation Methods

3.1. Praseodymium Trivalent Ion. From the discussion in
the Introduction, theoretical methods in this study are required
to yield accurate transition moments for 4f to 5d excited states.
To assess this requirement, ab initio calculations were performed
for free ion Pr3+ by the SOCI method using the COLUMBUS
program package.26,28 We compared five calculation methods
that are the relativistic effective core potential (RECP) method
by Cundari et al.29 denoted as RECP(A), the small-core RECP
method by Dolg et al.30 with the SO operator denoted as
RECP(B), that with the approximate one-body SO Hamiltonian
in eq 7 denoted as RECP(C), the model core potential (MCP)
method,31,32 and the all-electron nonrelativistic Hartree-Fock
(HF) method. The valence shells of RECP(A) and MCP methods
are 4f5s5p5d6s, and those of RECP(B) and RECP(C) methods
are 4s4p4d4f5s5p5d6s. We employed a primitive (6s,6p,3d,7f)
GTO basis set29 for RECP(A), (12s,11p,9d,8f)/[9s,8p,6d,5f] basis
set30 and a spherical d-polarization function (Rd ) 0.16) for
RECP(B) and RECP(C), (10s,7p,7d,6f)/[5s,3p,4d,4f] basis set31,32

for the MCP, and (19s,16p,11d,8f)/[13s,10p,7d,5f] basis set33

and a spherical d-polarization function (Rd ) 0.16) for the all-
electron HF method. The approximate one-body SO Hamilto-
nians in eq 7 were used except for RECP(B), and the value of
Zeff was determined to reproduce the experimental SO splittings34

of low-lying 4f2 excited states of the trivalent ion. Note that
the same parameter Zeff was used for other atomic orbitals as
well. We employed the state-averaged SCF molecular orbitals
(MOs) that were optimized for the averaged state of all the
configurations derived from (4f5d)2. For the SOCI calculations,
singlet and triplet configuration state functions (CSFs) were
generated with the reference of (4f5d)2 in the first-order and
second-order CI. The first-order CI calculation included all the
CSFs in the reference plus a full set of CSFs generated by
distributing one hole in the internal (doubly occupied and active)
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space and one electron in the external space in all possible ways.
The second-order SOCI calculation further included up to two
holes in the internal space and up to two electrons in the external
space in all possible ways.

3.2. Lanthanide Trihalides. Ab initio calculations were
performed for LnX3 (Ln ) Pr, Tm; X ) Br, I) by the SOCI
method using the COLUMBUS program package. The geom-
etries of LnX3 were D3h with the experimental bond lengths35

5.08, 5.48, 4.88, and 5.27 (Bohr) for PrBr3, PrI3, TmBr3, and
TmI3, respectively. We used the MCPs by Sakai et al. The
valence shells of MCP-DZPs32,36 are 3d4s4p for Br and 4d5s5p
for I. We used (8s,7p,8d)/[3s,3p,3d] basis sets32,36 for halogens.
Zeff values for halogens were determined to reproduce the
experimental SO splittings37 between 2P3/2 and 2P1/2 of the neutral
atoms.

To determine the appropriate one-electron orbitals and the
CI scheme for LnX3, in section 4.1, we will compare three
calculation schemes for PrBr3: (a) the state-averaged SCF MOs
optimized for the averaged state of all the configurations derived
from 4f2 and singlet and triplet CSFs generated with the
reference of 4f2, (b) the same state-averaged SCF MOs as in
(a) and singlet and triplet CSFs generated with the reference of
(4f5d)2, and (c) the state-averaged SCF MOs optimized for the
averaged state of all the configurations derived from (4f5d)2

and singlet and triplet CSFs generated as in (b). In these
calculations, the CSFs are generated in the first-order CI scheme.

In sections 4.2 through 4.5, we will employ the state-averaged
SCF MOs that are optimized for the averaged state of all the
configurations derived from 4fN of Ln. For the SOCI calcula-
tions, singlet and triplet CSFs are generated in the first-order
CI scheme with the reference of 4fN of Ln. In these calculations,
a rather large doubly occupied space consisting of 5s25p6 of Ln
and (ns2np6)3 of X3 (n ) 4 for Br and n ) 5 for I) and also
large external space consisting of all the SCF virtual orbitals
are used, so that all the relevant one-electron excitations for Ln
f-d mixing, LMCT, and intraligand excitations could be
simultaneously accounted for.

All the electronic states of LnX3 correlated with 2S+1LJ of
Ln3+ are also named 2S+1LJ. The oscillator strengths from initial
states 2S+1LJ to final states 2S′+1L′J′ were therefore expressed as

where l and k are all the states included in 2S+1LJ and 2S′+1L′J′,
respectively, and El and Ek are their electronic energies. In the
second-quantized form, the transition dipole moment from a
state ΨI to a state ΨF can be written as

where φ is the molecular orbital; the operators afσ
+ and aiσ are

the fermion creation and annihilation operators for an electron
in spatial orbital f and i, respectively, with spin σ; and FFI(f,i)
is the transition density matrix element. We coded and attached
a program to compute the transition density matrix with the

graphical unitary group approach (GUGA)38,39 to the COLUM-
BUS program package and used it for the calculations of the
oscillator strengths.

3.3. Vibrational Wave Function. Full geometry optimiza-
tion and vibrational analysis of PrBr3 were carried out on the
GAMESS40 program system with the MCPs. The vibrational
wave functions in eq 15 were obtained by the finite difference
grid method (FDM)41-43 with a Mathematica program. The
temperature value in the Boltzmann distribution factor was 1000
K corresponding to the experimental temperature in the vapor
phase.7 The oscillator strength function f ′iFI(Qi) along each
normal coordinate was calculated with the SOCI method with
the same calculation level mentioned in section 3.2. The total
number of the points representing each potential function ranges
from 10 up to 20. The vibrational states �V′′

I , whose populations
were larger than 0.001, were included in eq 15.

3.4. MCP Shift Operator. The atomic Hamiltonian for Nv

valence electrons in the MCP method can be written as31,36

where {ψc}, (c ) 1s, 2s, ..., ncore), denotes core orbital functions.
The projection operator ∑Bc|ψc〉〈ψc| is called energy shift
operator because the energy levels of core orbitals are shifted.
By including the 5d orbital of Pr to this shift operator, the 5d
orbital could be shifted to a higher energy region. (Note that
the purpose of this shift is different from that of the original
MCP shift operators.) The ψ5d orbitals were expanded in terms
of Gaussian-type functions31 with an augmented d-polarization
function (Rd ) 0.45) to reproduce the shape of the 5d orbitals
calculated with the all-electron HF method. The values of B5d

were set to 0.1, 0.5, 1.0, and 5.0 au.

4. Results and Discussions

4.1. Dependence on Calculation Methods. The transition
dipole moments of free Pr3+ between the initial state 3H4(4f2)
and the final states 3H5 and 1G4 (4f15d1) were calculated with
the RECP by Cundari, the small-core RECP by Dolg, the MCP
method, and the all-electron method. The values of Zeff for these
four methods were 24.73, 25.50, 23.71, and 22.36, respectively.
The excitation energies and the values of LF, VF, and VF with
SO correction term are shown in Table 1. The spin-forbidden
transition from 3H4 (4f2) to 1G4 (4f15d1) can arise due to the
intensity-borrowing mechanism. Because of the strong SO
interaction, the actual initial state has admixture components
of 1G4 (2.7%) and 3F4 (0.1%), and similarly the final state
contains components of 3H4(6.5%), 3F4 (5.5%), and 3G4 (2.5%).
Here, the weight of each LSJ state is given in parentheses. It is
interesting to point out that these strong admixtures of singlet
and triplet components can give rise to a much larger transition
dipole moment than that of the spin-allowed transition from
3H4 (4f2) to 3H5 (4f15d1). Comparing the values of VF and VF
including SO correction term, the effect of the SO correction
term is very small and independent of the calculation methods
for both spin-allowed and spin-forbidden transitions. The ratios
of VF and LF calculated with RECP methods are much larger
than unity, whereas those with MCP and all-electron methods
are nearly equal to unity. While LF gives nearly equal values
independent of the calculation methods, VF gives significantly
larger values for the RECP methods. The difference between
the RECP methods and the other methods lies in the shape of

f(2S'+1L'J' r
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2
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their valence orbitals. For example, the radial shapes of the 5d
orbital calculated with the RECP methods and the all-electron
HF method are shown in Figure 1. The 5d orbital with the MCP
method was very similar to that with the all-electron HF method
and omitted. The 5d orbital with RECP(A) has nodeless
structure, whereas those with MCP and all-electron HF methods
have two nodes in the core region. The integrand of LF
expressed in the coordinate operator has larger values far from
the nucleus and the difference in the core region does not make
a significant difference, while that of VF expressed in the
derivative operator of the coordinate is sensitive to the nodal
structures of orbitals in core regions.44,45 Therefore, the nodeless
feature of the valence orbitals by the RECP(A) can be a reason
for the large difference between LF and VF. As seen in Figure
1, the 5d orbital by RECP(B) has a radial node in the core region
because 4d electrons are also treated as valence electrons.
However, the ratios of VF and LF with the RECP(B) are as
large as those with RECP(A); therefore, the addition of one

radial node for the 5d orbital with the small-core RECP does
not improve the disagreement between LF and VF. From these
results, it is suggested that values of the VF depend critically
on the accuracy of wave functions in the core region, especially
on the nodal structure of valence orbitals.

We next compared the excitation energies calculated with
these methods. As shown in Table 1, the excitation energies of
the 4f15d1 states depend on the calculation methods. Especially,
those with the MCP or all-electron methods were overestimated
compared to the experimental values, whereas those with the
RECPs were estimated reasonably. The overestimation of the
excitation energies with the all-electron method may be caused
by the use of nonrelativistic Hamiltonian. These energies may
be improved by using the quasi-relativistic all-electron method.
However, as shown in Figure 2, the excitation energies of low-
lying 4f2 states are fairly similar. Therefore, the MCP method
is the most adequate method for this study because the excitation
energies and the two forms of transition dipole moments of low-
lying 4fN states can be calculated in reasonable accuracy.

Next, the dependence on the expression of the SO interaction
term was investigated.46 We compared RECP(B) and RECP(C)
in Table 1. As shown in Table 1, RECP(B) and RECP(C) yield
nearly equal values for the excitation energies and the transition
dipole moments. Therefore, these two forms of approximate one-
body SO Hamiltonians could give reasonably accurate excitation
energies and transition dipole moments for states including 5d,
even though the Zeff parameter was adjusted to reproduce the
experimental SO splittings of low-lying 4f2 states.

Next, we compared the first-order and second-order CI
schemes. As is shown in Table 1, the differences between these
two CI schemes are very small for both excitation energies and
transition dipole moments. Moreover the ratios of VF and LF

TABLE 1: Squares of Transition Dipole Moments (Debye2)
and Excitation Energies ∆E×10-3 (cm-1) of Pr3+

methodsa ∆E LF VF VF + corr.b VF/LFc

(i) Spin Allowed Transition from 3H4(4f2) to 3H5 (4f15d1)
second-order CI

RECP(A) 58.2 0.19 1.94 1.95 10.02
RECP(B) 64.0 0.23 1.98 1.98 8.47
RECP(C) 64.2 0.22 1.87 1.87 8.50
MCP 76.4 0.22 0.24 0.24 1.12
All-el. 79.7 0.21 0.25 0.25 1.18

first-order CI
MCP 76.0 0.21 0.25 0.25 1.17
All-el. 79.4 0.21 0.25 0.25 1.22
exptl.d 65.2

(ii) Spin Forbidden Transition from 3H4 (4f2) to 1G4 (4f15d1)
second-order CI

RECP(A) 56.1 4.14 46.28 46.33 11.17
RECP(B) 59.2 2.38 24.76 24.27 10.42
RECP(C) 60.0 1.21 12.01 12.04 9.89
MCP 72.1 1.54 2.16 2.17 1.41
All-el. 75.2 1.45 1.97 1.97 1.36

first-order CI
MCP 71.5 1.35 2.00 2.00 1.48
All-el. 74.7 1.35 1.91 1.91 1.41
exptld 61.2

a RECP(A) denotes the RECP method by Cundari; RECP(B)
denotes the small-core RECP by Dolg with SO potential; and
RECP(C) denotes the small-core RECP by Dolg with an
approximate one-body SO Hamiltonian. b VF with additional
correction term induced by SO interaction. c Ratio of LF and VF.
d Experimental excitation energies are from ref 34.

Figure 1. Plot of the radial function (rφ) vs r (in au). Red line is 5d
orbital calculated with RECP(A); green line is that with RECP(B); and
blue line is that with the all-electron HF method.

Figure 2. Computed 4f2 and 4f15d1 energy level (cm-1) of Pr3+

calculated with five methods: (1) RECP(A), (2) RECP(B), (3) RECP(C),
(4) MCP, (5) nonrelativistic all-electron, and (6) experimental value.34

States whose energies are under 30 000 cm-1 are 4f2 states, and those
above 50 000 cm-1 are 4f15d1 states.
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in the first-order CI scheme are similar to those in the second-
order CI scheme even though the computational accuracy was
reduced. Therefore, it is expected that the relevant properties
in this study could be calculated in reasonable accuracy in the
first-order CI scheme.

Lastly, the dependence on the active space was investigated
for PrX3. In the calculation of 4fN states in a system without
the center of inversion symmetry such as LnX3, 5d orbitals may
need to be included in the active space because opposite parity
configurations, such as 4fN-15d1, are variationally mixed into
4fN states, whereas in the case of free Ln3+, opposite parity
configurations cannot be mixed in. Therefore, the three SCF
and CI calculation schemes explained in section 3.2 were
compared. Figure 3 shows the excitation energies of 4f2 states
of PrBr3 calculated with the three SCF and CI schemes. As is
clearly seen, the scheme (c) gave the lowest excitation energies
among the three schemes. However, their differences especially
for the 4f2 states were not large. It is therefore suggested that
the properties of 4f2 states could be evaluated in reasonable
accuracy without including the 5d orbitals in the active space
in reference CSFs.

4.2. Oscillator Strengths of Lanthanide Trihalides. On the
basis of the results presented in section 4.1, the oscillator
strengths of LnX3 (Ln ) Pr, Tm; X ) Br, I) were calculated
with the MCP method. Table 2 shows the oscillator strengths
of PrX3, and Table 3 shows those of TmX3. The LF values are
in better agreement with experiment than the VF values for both
PrX3 and TmX3. LF seems to give more reliable values than
VF in molecular calculation because of its insensitivity for nodal
structure. In section 4.1, we showed that LF gave nearly equal
values independent of the calculation methods. Therefore, we
tested the calculation of the oscillator strengths of LnX3 with
the RECP(A) method. Compared with the MCP method, the

RECP(A) method gave about half the values for the LF oscillator
strengths and about a thousand for the ratios of VF and LF.

The hypersensitive transitions reported in experimental stud-
ies7 are as follows: from 3H4 to 3F2 for Pr3+, from 3H6 to 3F4

and to 3H4 for Tm3+. As shown in Tables 2 and 3, the oscillator
strengths of these hypersensitive transitions are evaluated
quantitatively. Note that the molecular symmetry of D3h is not
a point group to which the selection rule by Judd8 is applicable
as was mentioned in the Introduction. The irreducible repre-
sentations of the initial and final states, which carry the largest
transition moments, were both E′, and the components of these
transition dipole moments were in the direction of the molecular
plane (x,y ∈ E′). This result corresponds to the interpretation of
the DC model that suggested the components of induced dipole
of the halide ligands are the direction of the molecular plane.13

4.3. Effect of Molecular Vibration. Full geometry optimiza-
tion and vibrational analysis of PrBr3 were carried out, and the
equilibrium structure and six normal coordinates Qi’s were
obtained as shown in Figure 4. The optimized bond lengths of
Pr-Br and the symmetry were 5.20 (Bohr) and D3h, respectively,
in good agreement with previously obtained results by Cundari
et al.47 This bond length is also in reasonable agreement with a
recent theoretical one, 5.15 (Bohr) with CASPT2,48 and with
the experimental one,35 5.08 (Bohr). The frequency of each
normal vibration, as shown in Table 4, is also in reasonable
agreement with the experimental one.49

The molecular symmetry is lowered by the normal vibrations
except for the totally symmetric stretching vibration Q1(A1′).

Figure 3. Computed 4f2 energy level (cm-1) of PrBr3 with three
computational schemes, (a) using MOs averaged in 4f2 and treating 4f
as active space, (b) using MOs averaged in 4f2 and treating 4f and 5d
as active space, and (c) using MOs averaged in (4f5d)2 and treating 4f
and 5d as active space.

TABLE 2: Oscillator Strengths (f × 106) of PrX3 from 3H4

states exptla LF VF VF/LF

(i) PrBr3
3H5 - 1.16 5.13 4.41
3H6 } 20.0b 0.12 0.52 4.34
3F2 28.08 81.50 2.90
3F3 } 1.0c 3.62 16.12 4.45
3F4 1.18 3.49 2.96

(ii) PrI3
3H5 - 2.21 15.26 6.91
3H6 } 40.0b 0.13 2.04 15.25
3F2 52.91 148.37 2.80
3F3 } 13.4c 7.08 31.14 4.40
3F4 1.71 4.51 2.64

a Experimental oscillator strengths from ref 7. b The sum of
oscillator strengths to 3H6 and 3F2. c The sum of oscillator strengths
to 3F3 and 3F4.

TABLE 3: Oscillator Strengths (f × 106) of TmX3 from 3H6

states exptla LF VF VF/LF

(i) TmBr3
3F4 12.0 7.59 1.71 0.23
3H5 2.7 2.97 1.10 0.37
3H4 15.3 12.19 3.59 0.29
3F3 }3.3b 0.56 0.22 0.40
3F2 0.05 0.06 1.04
1G4 4.5 4.48 1.42 0.32

(ii) TmI3
3F4 10.7 10.23 4.69 0.46
3H5 4.6 4.95 1.11 0.22
3H4 25.3 22.26 5.53 0.25
3F3 11.0 0.68 0.70 1.03
3F2 - 0.09 0.09 1.01
1G4 - 7.39 1.44 0.19

a Experimental oscillator strengths from ref 7. b The sum of
oscillator strengths to 3F3 and 3F2.
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The oscillator strengths including the vibrationally excited states
of each normal vibration and their relative changes from those
calculated at the equilibrium structure are shown in Table 4.
The relative changes become larger as the frequency of normal
vibration becomes smaller, yet they do not exceed about 6%.
The out-of-plane bending vibration Q2(A2′′), the doubly degen-
erate stretching vibrations Q3(E′), and the doubly degenerate
bending vibrations Q4(E′) can lower the molecular symmetry
from D3h to C3V, Cs, and C2V, respectively, in which the
hypersensitivities can be observed according to Judd8 as
mentioned in the Introduction. Therefore, it is confirmed again
that the theory cannot give a consistent explanation for LnX3

systems. It turns out that the effect of molecular vibration on
the f-f intensity is negligibly small and that molecular vibration
cannot be a cause of hypersensitivity in contradiction to the
previous interpretation by Gruen et al.7 and Henrie et al.10

4.4. Effect of f-d Mixing. We next tried to test the accepted
theory by Judd and Ofelt that f-f intensity is induced by the
mixing of the opposite parity configuration, such as 4fN-15d1,
into the 4fN states. If this interpretation is correct, the oscillator
strength should become smaller as the mixing of the 5d
component into 4f becomes smaller. We focused attention on
only 5d orbitals because the population of 5d orbitals was much
larger than that of other virtual orbitals, such as 6s and 6p
orbitals. To observe the decrease of the f-d mixing, we shifted
5d orbitals to a higher energy region by adding MCP shift
operators of the 5d orbitals to the Hamiltonian. By doing so,
the mixing of the 5d components into the 4f orbitals, therefore
the mixing of the configurations of 4fN-15d1 to the 4fN states,
could be decreased. The oscillator strengths of PrBr3 calculated
in this way are shown in Table 5. With the 5d MCP shift

operators, the oscillator strengths from 3H4 to 3PJ (J ) 0, 1, 2)
were decreased, whereas those of the other transitions were
increased contrary to the original expectation. From this result,
it is clear that there exist other mechanisms than the f-d mixing
for explaining f-f transitions including the hypersensitive
transitions.

4.5. Cause of Large Oscillator Strengths of Hypersensitive
Transitions. We next examined the oscillator strengths in detail
to find out electronic excitations which make dominant contri-
butions to the oscillator strengths. The transition dipole moment
is expressed with MO-basis transition density matrix as

Because MOs contain the components of both lanthanide and
halogen, we transform MOs to atomic orbitals (AOs) to clarify
which excitations, such as those from lanthanide to lanthanide
or from ligands to lanthanide, contribute to the oscillator
strengths. MOs are expressed in the linear combination of AOs
as

where �AO is AO and c is the expansion coefficient. Then, eq
19 can be written as

where PFI(r,s) is the AO-basis transition density matrix. Here,
the oscillator strength from initial states 2S+1LJ to final states
2S′+1L′J′ is written as the summation of the squares of the
transition dipole moments over all the states correlated with
the initial and final states. Equation 21 can be rewritten by
squaring both sides as

and then the formula of the oscillator strengths is expressed as
follows

Figure 4. Normal vibrations of the PrBr3 molecule given by the
vibrational analysis. Qna(E′) and Qnb(E′) (n ) 3, 4) are doubly
degenerate vibrations.

TABLE 4: Oscillator Strengths (LF) (f × 106) of PrBr3 in
Consideration of Normal Vibrations

modes Q1(A1′) Q2(A2′′) Q3(E′)a Q4(E′)a

frequenciesb 196.4 35.4 245.7 45.8

exptlc 193 31 236 45
3H6 0.11d 0.10 0.11 0.11

(-0.18%)e (-6.24%) (1.11%) (-0.64%)
3F2 27.29 26.41 27.29 26.33

(0.05%) (-3.15%) (0.05%) (-3.47%)
3F3 + 3F4 4.52 4.49 4.53 4.49

(-0.01%) (-0.63%) (0.11%) (-0.62%)

a The average values of doubly degenerate components in each
normal vibration. b Frequencies (cm-1) calculated by FDM.
c Experimental frequencies from ref 48. d The upper stand shows
oscillator strengths. e The lower stand shows relative changes (%).

TABLE 5: Oscillator Strengths (LF) (f × 106) of PrBr3 with
5d Shift Operators with Various B5d Values

states B5d ) 0 B5d ) 0.1 B5d ) 0.5 B5d ) 1.0 B5d ) 5.0
3H5 1.16 1.30 1.88 2.24 2.65
3H6 0.12 0.11 0.12 0.14 0.18
3F2 28.08 30.63 43.47 51.79 61.05
3F3 3.62 3.71 4.86 5.61 5.82
3F4 1.18 1.23 1.65 1.99 2.98
1G4 0.12 0.11 0.11 0.12 0.15
1D2 0.47 0.54 0.77 0.93 1.17
1I6 3.21 3.18 4.16 4.75 5.27
3P0 1.68 0.90 0.33 0.55 1.16
3P1 1.54 0.93 0.56 0.78 1.27
3P2 0.70 0.53 0.36 0.30 0.24

MFI ) ∑
f,i

〈φf|r|φi〉F
FI(f, i) ≡ ∑

f,i

m′(f, i) (19)

φi ) ∑
s

csi�s
AO, φf ) ∑

r

crf�r
AO (20)

MFI ) ∑
r,s

〈�r
AO|r|�s

AO〉 ∑
f,i

crf csiF
FI(f, i) )

∑
r,s

〈�r
AO|r|�s

AO〉PFI(r, s) ≡ ∑
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m′′(r, s) (21)
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2 ) MFI · ∑

r,s
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where ωFI is the excitation energy from a state I to a state F
and A is 2/3(2J + 1)-1. The values of µ′′(r,s) and the relative
intensities defined as

were calculated for PrBr3 and TmBr3 and are shown in Figure
5. Here, the oscillator strengths were classified into four groups,
such as µ′′(Ln,Ln), µ′′(X3,Ln), µ′′(Ln,X3), and µ′′(X3,X3), where
Ln denotes all the AOs on lanthanide and X3 denotes all the
AOs on halogens. As shown in Figure 5(a-2), in the case of
PrBr3, the contributions of µ′′(Ln,Ln) dominate the intensities

of transitions from 3H4 to 3PJ (J ) 0, 1, 2) whereas those of
µ′′(X3,X3) dominate the intensities of other transitions including
the hypersensitive transition from 3H4 to 3F2. In the case of
TmBr3, as shown in Figure 5(b-2), those of µ′′(X3,X3) dominate
the intensities for almost all transitions including the hypersensi-
tive ones from 3H6 to 3H4 and to 3F4. Recalling the observation
in the previous section 4.4, for the transitions from 3H4 to 3PJ

(J ) 0, 1, 2) of PrBr3, the oscillator strengths became smaller
as the f-d mixing became smaller. This observation is consistent
with the dominant contributions of µ′′(Ln,Ln) because these
oscillator strengths are mainly described by the f-d mixing
mechanism; that is, excitations between lanthanide atomic
orbitals, especially from 4f to 5d, are important. However, there
were other transitions whose oscillator strengths were increased
with 5d shift operators. The formal charge in LnX3 is described
as Ln3+(X-)3 and the Ln 5d orbitals are empty. In reality,
however, there is a non-negligible amount of charge transfer
from ligand halogen atoms to the 5d orbitals (LMCT). When
5d orbitals of lanthanide are shifted to a higher-energy region,
the LMCT would be less efficient, and the population in valence
p orbitals of halogens is increased. If this is the case, the increase
of the contributions of intraligand excitations is expected. As
explained in what follows, these intraligand excitations dominate
intensities of most of the f-f transitions, therefore the 5d shift
operation would increase the oscillator strengths for these
transitions. Moreover, for the transitions from 3H4 to 3H6 and
to 1G4 of PrBr3 shown in Table 5, while the energy shift B5d

was small, the oscillator strengths were decreased with B5d

values; however they were increased with larger B5d values. This
observation is consistent with the competing contributions of
µ′′(X3,X3) and other µ′′(r,s)’s, which are apparent in Figure
5(a-2).

Next, we examined which CSFs affect the values of µ′′(X3,X3)
most significantly. Because the present calculations include only
single excitations from the reference CSFs, the pairs of CSFs
which contribute to µ′′(X3,X3) are restricted to the following
five types

where φX3
and φX3* are occupied and virtual MOs of ligands,

respectively; φLn and φLn* are occupied and virtual MOs of
lanthanide, respectively; 4fN denotes the reference CSFs; and
4fNXφAf φB* denotes the CSF that is obtained by one-electron
excitation from an occupied MO φA to a virtual MO φB*. These
pairs of CSFs are classified into three types of FFI(f,i) or m′(f,i),
such as (f,i) ) (X3,X′3), (X3,X′3*), and (X3*,X′3*), where (f,i) )
(X3,X′3*) denotes both (X3,X′3*) and (X′3*,X3) terms. The pairs
of CSFs of eqs 25a and 25b contribute to m′(X3,X′3), those of
eqs 25c and 25d to m′(X3*,X′3*), and those of eq 25e to
m′(X3,X′3*), respectively. To compare these contributions, m′(f,i)

f(2S′+1L′J′ r
2S+1LJ) ) A ∑

F,I

ωFIMFI
2 )

A ∑
F,I

∑
r,s

ωFI{m′′(r, s) ·MFI} ≡ ∑
r,s

µ′′(r, s) (23)

µ′′(r, s)

f(2S'+1L'J' r
2S+1LJ)

(24)

Figure 5. Calculation results of the values of µ′′(r,s) in eq 23 and the
relative magnitudes in eq 24. (a-1) and (a-2) are those for each transition
from 3H4 of PrBr3. (b-1) and (b-2) are those for each transition from
3H6 of TmBr3. Blue, pink, yellow, and green bars are those for
µ′′(Ln,Ln), µ′′(X3,Ln), µ′′(Ln,X3), and µ′′(X3,X3), respectively.

(4fN X φX3
f φLn*, 4fN X φX3

′ f φLn*) (25a)

(4fN X φX3
f φX3*, 4fN X φX3

′ f φX3*) (25b)

(4fN X φLn f φX3*, 4fN X φLn f φX3
′ *) (25c)

(4fN X φX3
f φX3*, 4fN X φX3

f φX3
′ *) (25d)

(4fN, 4fN X φX3
f φX3

′ *) and (4fN X φX3
f φX3

′ *, 4fN)

(25e)
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in eq 19 is treated in the same way as eqs 21-23, and then
oscillator strengths are written as

The relative magnitude of µ′(f,i) with respect to the oscillator
strength defined as

was calculated for PrBr3 and shown in Figure 6. As is evident
here, for many states, the contributions of µ′(X3,X′3*) and
µ′(X3,X′3) are similar in magnitude, whereas those of µ′(X3*,X′3*)
are very small. Note that the sum of these three types of µ′(f,i)
for each transition in Figure 6 is smaller than the value for the
corresponding µ′′(X3,X3) in Figure 5(a-2) because the contribu-
tions of delocalized virtual MOs between lanthanide and ligands
were not accounted for.

In the present first-order CI scheme, an initial state and a
final state can be expanded as follows

where bl, cn, and dm are CI coefficients for intrametal excitation
CSFs including 4fN and f-d mixing, LMCT CSFs, and
intraligand excitation CSFs, respectively, for the initial state,
whereas bl′, cn′, and dm′ are those for the final state. These LMCT
and intraligand excitation CSFs represent, respectively, the
contributions described by the covalency model10,11 and the DC
model13-15 mentioned in the Introduction. For most lower lying
4fN states, the magnitudes of the CI coefficients were found to
be typically in the following order

that is, the magnitudes of CI coefficients for LMCT CSFs were
typically larger than those of intraligand excitation CSFs.

Most of the results in Figure 6 are understandable from the
magnitude relation in eq 30. For example, a pair of CSFs in eq
25a, both of which represent LMCT, has a contribution of the
order of cncn′ to the transition density matrix, and that in eq
25e, which represent 4fN and intraligand excitation CSF, has a
contribution of the order of bldm′. From eq 30, these values can
be similar in magnitude and result in the competing magnitude
of µ′(X3,X′3) and µ′(X3,X′3*) for most transitions in Figure 6. In
a similar manner, a pair of CSFs of eq 25b or eq 25d, both
representing intraligand excitations, has a small contribution of
the order of dmdm′, therefore their contributions to µ′(X3,X′3)
and µ′(X3*,X′3*) are small; in other words, the contributions to
µ′(X3,X′3) come mostly from LMCT CSF pairs and not from
intraligand excitation CSF pairs. A pair of CSFs in eq 25c
represents metal to ligand charge transfer (MLCT) contributions,
whose CI coefficients are in general much smaller than those
for LMCT, and their possible contributions to µ′(X3*,X′3*) are
also small.

From eq 30, it may be expected that CSF pairs of 4fN and
LMCT have a large contribution to intensity in the forms of
µ′′(X3,Ln) and µ′′(Ln,X3) in Figure 5. However, as shown in
eq 19, transition dipole moments are given by the trace of dipole
matrix elements and transition density matrix elements. In the
case of PrBr3, the contributions of dipole matrix elements for
these CSF pairs are very small because lower virtual Ln MOs
and occupied X3 MOs do not have a significant overlap. By
comparing the results in Figure 5 and also those for PrI3 and
TmI3 (not shown), in general, the contributions of µ′′(X3,Ln)
and µ′′(Ln,X3) become increased for heavier Ln and for heavier
X. These tendencies are expected since the orbital overlap
between lower virtual Ln MOs and occupied X3 MOs will be
increased for heavier Ln due to the so-called lanthanide
contraction and for heavier X due to the increased size of X3

MOs.
These contributions of µ′′(X3,Ln) and µ′′(Ln,X3) to transition

dipole moments were considered by including LMCT in the
previously covalency model.11 It is however important to
emphasize that the dominant contributions of LMCT CSFs to
transition dipole moments for most transitions, as analyzed in
this study, are not in the forms of µ′′(X3,Ln) and µ′′(Ln,X3) but
in the form of µ′′(X3,X3). Therefore, the dominant contributions
represented in eq 25a suggest a different mechanism from those
with the covalency model. This difference comes from the
difference in magnitudes of the dipole matrix elements; that is,
those between occupied X3 MOs are in general larger than those
between lower virtual Ln MOs and occupied X3 MOs.

From the above consideration, it is understandable that the
oscillator strengths of most f-f transitions including hypersensi-
tive transitions in Figure 6 arise from the LMCT and intraligand
excitations through their configuration mixings with the domi-
nant configurations of 4fN. It is therefore interpreted that the
reason of hypersensitive transitions in LnX3 molecules is the
significant contribution of these effects which do not work much
in aqueous Ln3+ systems. It is also interpreted that the oscillator
strengths of hypersensitive transitions are sensitive to the
surrounding environment as a direct reflection of the sensitivity
of these mixed states to small changes of ligands.

Recalling the observation in previous section 4.2, the
components of large f-f transition dipole moments were in
the direction of the molecular plane (x,y ∈ E′). Therefore the

Figure 6. Calculation results of the relative magnitudes of µ′(f,i) in
eq 27 for PrBr3. Blue, pink, and green bars are those for µ′(X3,X′3),
µ′(X3*,X′3*), and µ′(X3,X′3*), respectively.
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irreducible representation of the X3fX3* portion must be E′
for the transition dipole moment between the pairs of CSFs (25e)
to have a large value. This symmetry requirement limits both
φX3

and φX3* to have σ symmetry or π symmetry. Our separate
calculations on an artificial molecule of (X-)3, whose structure
was taken from LnX3, showed that it had large transition dipole
moments of e′ symmetry for some one-electron excitations from
valence σ symmetry MOs (e′) to lower unoccupied σ symmetry
MOs (a1′,e′) while those in the z direction were much smaller.
These results are consistent with the fact that the f-f transition
dipole moments had large values only in the direction of the
molecular plane.

Next, we compared our results with the DC model, which
considers the effect of intraligand polarized type excitation. In
the DC model, the dipole strength is derived in the same way
as the Judd-Ofelt theory by adding intraligand excitation
configurations to the opposite parity configurations as follows

where V denotes the intersystem Coulombic potential whose
perturbation matrix element can be approximately expanded in
the product of f-f transition quadrupole moment of lanthanide
and transition dipole moment of ligand.13 Comparing eq 31 and
eq 28, it is obvious that the essential part of the DC model, that
is, the Coulombic correlation between the transition quadrupole
moment of Ln and the transition dipole moment of the X3

portion, can be accounted for in the present first-order CI
scheme. In the DC model, the expression of f-f transition dipole
moments yields the squares of transition dipole moments of the
ligand, which can be further reduced to the components of
the polarizability tensor of the ligand.13 Therefore, including
the intraligand excitation contributions in the present first-order
CI scheme corresponds to considering the effect of the dynamic
coupling between Ln and the X3 portion, with ligand polarization
taken into account.

As Tables 2 and 3 show, the oscillator strengths of hyper-
sensitive transitions are larger than those of others. Moreover,
as Figure 5 shows, these hypersensitive transitions are dominated
by µ′′(X3,X3), and this dominance of µ′′(X3,X3) can also be seen
in most other transitions. This observation is consistent with
the DC model. In this model, only the expression of the Ωt

parameter is different from those of the original Judd-Ofelt
theory. The Ωt parameters of the DC model contain the
polarizability of the ligand, and the ligand-polarization contribu-
tions to these parameters are very large only for the Ω2 (i.e.,
∆J e 2). Therefore, it is interpreted that the magnitude relation
between transitions is caused by the magnitude relation of the
matrix element of reduced tensor operator U(2),50 because Ω4

and Ω6 are very small. In other words, the mechanism of the
DC model can be adapted to not only so-called hypersensitive
transitions but also other transitions with ∆J e 2. In this way,
the semiempirical DC model could explain the hypersensitivity
of transitions with ∆J e 2. However, we emphasize that our
ab initio calculations showed that the transitions with very large
contributions of µ′′(X3,X3) are not limited to the case of ∆J e
2. It is suggested that the neglect of the LMCT contributions in
the DC model may be a cause of these differences.

As Tables 2 and 3 show, the oscillator strengths of LnI3 are
larger than those of LnBr3. To explain the difference between

ligands, we tested the effect of magnitude of the SO effect by
changing the values of Zeff and proved that the SO effect of X3

on the oscillator strength was very small. Therefore, considering
the DC model containing the polarizability of ligand in Ωt and
the results of these test calculations, it is interpreted that the
magnitude order between ligands seen in Tables 2 and 3 is
explained by that of polarizability of ligands. In summary, to
contain all the effects in the evaluations of oscillator strengths,
ab initio calculations should be carried out.

5. Conclusions

In this work, we have studied the oscillator strengths of f-f
transitions including hypersensitive transitions of LnX3 (Ln )
Pr, Tm; X ) Br, I) based on the multireference spin-orbit
configuration interaction (SOCI) method. To examine the
accuracy of calculation, the oscillator strengths in LF, VF, and
VF with SO correction terms were compared, and the additional
SO correction terms for VF were found to be of little importance.
We compared several calculation methods and employed the
model core potential (MCP) method31,36 to treat only valence
electrons with keeping the nodal feature in valence orbitals. We
coded and attached a program to compute transition density
matrix with graphical unitary group approach (GUGA) both in
LF and VF. With these methods, we could calculate the
oscillator strengths of LnX3 quantitatively with LF. It was found
that quantitative molecular calculations with VF are more
difficult than those with LF.

We examined the cause of hypersensitivity by focusing
attention on the effect of molecular vibration, f-d mixing, ligand
to metal charge transfer (LMCT), and ligand polarization. It is
concluded that the effect of the molecular vibration on the
oscillator strengths is very small and that the oscillator strengths
of most f-f transitions including hypersensitive transitions arise
from both the LMCT and dynamic-coupled intraligand excita-
tions through their configuration mixings with the dominant
configurations of 4fN.

It is true that the semiempirical DC model13-15 containing
the effect of ligand-polarization contributions could explain the
hypersensitivity and the magnitude relation of oscillator strengths
between transitions and between ligands for transitions with ∆J
e 2, but there are other transitions for which the DC model
could not explain these properties. In summary, it is only ab
initio methods that could contain all the important effects, such
as ligand polarization, LMCT, and SO interaction.
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